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ABSTRACT

Artificial intelligence is essential to achieve a reliable human-robot interaction, espe-
cially when it comes to manipulation tasks. Most of the state-of-the-art literature ex-
plores robotics grasping methods by focusing on the target object or the robot’s morphol-
ogy, without including the environment. When it comes to human cognitive development
approaches, these physical qualities are not only inferred from the object, but also from
the semantic characteristics of the surroundings.

The same analogy can be used in robotic affordances for improving objects grasps,
where the perceived physical qualities of the objects give valuable information about
the possible manipulation actions. This work proposes a framework able to reason on
the object affordances and grasping regions. Each calculated grasping area is the result
of a sequence of concrete ranked decisions based on the inference of different highly
related attributes. The results show that the system can infer on suitable grasping
areas depending on its affordance without having any a-priori knowledge on the shape
nor the grasping points. To achieve such methodology, a combination of deep learning
neural networks embedded in the form of a knowledge base along with geometrical
object modelling techniques are used.

The designed framework is assessed not only by using standard learning evaluation
metrics, but it is also tested on the zero-shot grasping affordance prediction scenario,
obtaining a 81.3% accuracy on familiar objects. Moreover, it is compared with state-
of-the-art methods that use labelled data to obtain the grasping region. The results
demonstrate that the proposed method, in 88% of the cases, achieves the same grasping
areas as the available current methodology without the need for labelled data.

Additionally, the outcome that is presented in this work allows the three years re-
search proposal to continue. For which the final objective is to achieve a framework that
provides a humanoid robot with autonomous capabilities to be able to help in the house-
hold. The framework mentioned above is primarily targeted to the elderly and people
with health conditions or impairments.
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INTRODUCTION

1.1 Motivation

Humanoid robots are playing increasingly important roles when it comes to indoor ap-

plications. Consider a robot assisting humans by finding, collecting and delivering an

object. In such complex and dynamic environments, it is hard to provide the system

with every possible representation of objects. This limitation can confuse the system

into reaching very similar objects with entirely different purposes, such as a candle for

a glass full of liquid. Thus, the importance of a rich common sense library for robotic

grasping behaviours based on the object affordance.

{E}ffects{A}ctions

{C}ontext

(c, a)          e 

(c, e)          a

(a, e)          c 

Figure 1.1: Affordances model presented in [28]. C= {c1, c2, ..., cn} is the set of attributes
of the object, A= {a1,a2, ...,an} is the set of available actions and E = {e1, e2, ..., en} is the
set of effects resulting from performing those actions as detected by the sensors.
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CHAPTER 1. INTRODUCTION

Affordance is defined as “an opportunity for action” by Greeno [16]. Figure 1.1 shows

an affordances model initially presented in Montesano et al. [28], which creates a corre-

lation between the objects and their properties as being detected by the robot sensors.

In this work, an object affordance is limited to its grasping action-effect pair that results

from inferring on its context.

There is a wide range of object affordances theories in robotics. However, none of

them uses a biologically inspired process as ground truth, as it is still unknown how

the human thinking process works. Thus, it is not surprising that the development of

artificial intelligence is still a vast area of research. Humans heavily rely on shapes and

environments to identify and categorise objects in order to infer an action [4, 31]. As a

result, humans succeed at generalising an action towards objects of the same category

with significantly different shapes, e.g. glasses: wine, tumbler, martini, among others,

and differentiate how to manipulate objects with similar shapes but for different pur-

poses, e.g. bowling pin vs water bottle.

1.2 Problem Statement

In robotics, the most common approach to grasping affordances is to learn direct map-

pings to labels [7, 18, 23, 28]. However, this mapping accuracy is constrained by the

amount of data needed to learn the grasping areas in each of the affordance groups.

These learning methods do not reveal what are the features that encode object affor-
dances, especially for grasping behaviours. Namely, these affordances do not strictly

belong to the object itself. Instead, they are the result of the relationship established be-

tween them and the surroundings. Moreover, to engage in an interaction with humans,

the robot has to be able to represent and reason with different sources of knowledge and

decrease the already eminent uncertainty in the environment.

1.3 Hypothesis

Studies on the development of human cognitive methods demonstrate that humans im-

prove the interactive learning process with objects not only based on previous experi-

ence with them (or similar ones) but also by inferring in the context of the environment

where these objects reside [43]. Thereupon, creating a relationship between the object,

the scenario where it is more likely to be found, and the object set of possible actions.

Using the same analogy, this work hypothesises that in robotics the object affordances

Ardón P. 2



CHAPTER 1. INTRODUCTION

for grasping behaviours can be improved by integrating semantic attributes of the ob-

ject and the environment in which these objects are usually found, which is an approach

not yet seen in the current literature.

1.4 Objectives

This research aims to investigate object affordances focussed on improving the grasping

behaviours by including the environment. Thus, during the master thesis, the objectives

are the following:

1. Visually exploring objects and extracting their model. Doing so without any a-priori
acknowledge, as it will be explained in Chapter 3.

2. To implement and test a technique that allows harvesting a vast library of object

features, including its surrounding environment, to prove they are valuable to

deduce the object’s affordance, as it is going to be discussed in Chapter 4.

By putting these two objectives together the goal is to achieve a framework that re-

strains the grasping behaviours of the objects depending on their affordances.

1.5 Research Impact

This work summarises an architecture that pursues to address the previously described

challenges. The presented solution builds upon the assumption that, the robot visual

feedback represents a good source of information. Thus, the focus on the improve-

ment of affordances reasoning for improving the grasping areas. The work establishes

its foundations on the affordances map presented in Figure 1.1 [28], particularly on

its context element where the affordance identification resides. In this work the con-

text C = {c1, c2, ..., cn} is modified to be the set of semantic attributes of the object

and the environment that builds upon the affordance. The set of available actions,

A = {a1,a2, ...,an}, is understood as two big groups: (i) the way in which the object can

be approached, such as its suitable grasping areas and (ii) the usages that the object

can achieve. For example a book, it is not only used to read but also as an ornament or

in emergency cases as a table leg support. In the scope of this work, the action group

of focus is the object best grasping area according to its affordance. And, the set of ef-

fects of performing those actions, E = {e1, e2, ..., en}, is kept in a simple discretisation

Ardón P. 3



CHAPTER 1. INTRODUCTION

between positive or negative effects for those actions. Figure 1.2 shows a summary of

the proposed object affordance approach. Where the original relationship among the

map components is kept, however, they are divided into subsets:

• ({o}bject ∪ {s}urrounding) ⊆ {C}ontext,

• ({g}rasps ∪ {u}sage) ⊆ {A}ctions,

• ({p}ositive ∪ {n}egative) ⊆ {E}ffects.

The achieved framework allows the system to model an unknown object and to rea-

son on its affordance by correlating the semantic features of the object and its environ-

ment. This with the objective of calculating the best possible grasping region which is

strongly related to the object’s affordance group. Each grasping area is the result of a

sequence of concrete ranked decisions based on the inference of different highly related

attributes. Learning these ranked decisions allows a system with a more human-like

grasping behaviour towards objects.

The system combines object reconstruction methods based on geometrical approaches

and deep learning techniques that delivers an efficient knowledge base KB for object af-

fordances grasping behaviours useful in indoor environments.

Contains	
liquids

Place to be 
grasped

Meant to be grasped upwards, 
otherwise the effect is negative

+
Kitchen,

Livingroom 
…

(c, a)          e 

(c, e)          a

(a, e)          c {E}ffects{A}ctions

{C}ontext

{o} {s}

{g} {u} {p} {n}

Figure 1.2: Proposed affordances relationship model, where: {o} is the subset of object
semantic features, {s} the subset of the surroundings semantic features, {g} the grasp-
ing regions subset, {u} the usage of the object subset, and {p} and {n} the positive and
negative effects respectively. The scope of this work comprises the {C}ontext set and the
{g}rasp subset of the {A}ctions.
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BACKGROUND

The literature offers a wide range of approaches to address the grasping robotic task.

Generally, each solution is designed according to different constrains such as: the object

representation, end-effector, and the manipulator’s degrees of freedom. As a result, cre-

ating a variety of solutions that cannot be generalized to every robotic platform nor to

complete the full relationship model motivating the use of affordances.

This chapter summarizes the theory and related works that are considered to be the

base of the proposed method, leading to the successful accomplishment of the objectives

presented in Chapter 1.

2.1 Modelling Objects for Grasping Behaviours

The first goal is to model objects without the need of a-priori three-dimensional (3-D)

data acknowledge. This work explores one of two of the approaches that have gained

popularity in the field, using superquadric models and Delaunay triangulation for ob-

ject reconstruction. Both methods are based on basic geometrical shapes in order to

achieve an approximation of the perceived target. Superquadrics are an extension of

quadric surfaces and include supertoroids, superhyperboloids and superellipsoids. They

are used in object modelling because they are able to define closed surfaces. On the

other hand, Delaunay triangulation are an extension of the Voronoi diagram and offers

a more uniform reconstruction of the object.

5



CHAPTER 2. BACKGROUND

Even though these methods do not accurately represent the target, they offer a com-

plete online schema for grasping that serve as the base for a robust framework.

2.1.1 Related Work

There is a wide range of methods for object modelling. However, the summarized works

in this section involve only those methods that do not need any a-priori information

about the object. Boissonnat and Geiger [6], Delingette [9] start by giving the funda-

mentals of Delaunay triangulation with the purposes of reconstructing objects. This

method is the combined by numerous works that combine the technique with meshes

and surface reconstruction to achieve a more complete model.

Goldfeder et al. [15], Pelossof et al. [33] and Vezzani et al. [41] are works that profit

from superquadric modelling to then extract the possible grasps of an object. Pelossof

et al. [33] represents the objects with superquadrics to find primitive shapes such as

boxes and cylinders. Once the model is obtained, they apply a support vector machine

(SVM)1 classifier to select an optimal grasp from the object’s grasping parameter space.

Goldfeder et al. [15] also integrate shape primitives and superquadrics, but their

object representation is a multilevel superquadric tree. This tree is created using a

decomposition of the initial model, which contains the shape primitives. After a pruning

routine, a subspace containing a set of suitable grasps is obtained. Vezzani et al. [41]

uses the superquadric modelling for both the object and the end-effector showing it to

be successful at computing the grasping area of the object and the desired pose of the

end-effector. This idea is expanded in Chapter 3 as it is going to be the basis of the

proposed method for object modelling.

2.2 Object Affordances

Object affordances for grasping behaviours refer to organize and store the whole knowl-

edge that an agent has about the grasping of an object, in order to facilitate reasoning

on grasping solutions and their achievability. Some of the most popular methods in this

area are deep learning and knowledge base (KB). Both of them facilitate the collection

and analysis of large amounts of data.

Particularly, KB methods are growing in artificial intelligence. They pursue to learn

a set of general rules and features that allow the system to infer about an object or
1Supervised learning method that uses regression analysis and classification to analyse data [8].

Ardón P. 6



CHAPTER 2. BACKGROUND

an action. Moreover, this method is not restricted to the output task but it also allows

the system to query a larger array of questions regarding the features involved in the

process. Thus, giving it direct access to the key elements that define the output.

2.2.1 Related Work

In the field of object affordances there is a wide variety of works, where not all of them

care about the target object categorization. There are many methods that extract vi-

able grasping points on the objects, independently if the object is known or novel to

the system, thus not explicitly considering the target’s affordance. Examples of such

works are Ardón et al. [1], Lenz et al. [23], Zech and Piater [44], to mention some.

Some other focus on learning the robot’s control and dynamic models to achieve a grasp,

such as Stoytchev [38], Bonaiuto and Arbib [7]. The latter work learns grasp affor-

dances from motor parameters to plan grasps using trial-and-error reinforcement learn-

ing. Stoytchev [38] follows psychology theories such as the ones presented in Greeno

[16] and Piaget and Cook [34] to learn from exploratory behaviours the invariants in

the resulting set of observations for the grasps.

Other works such as Moldovan et al. [26] implement a Bayesian network probabilis-

tic method [5] to learn to differentiate affordances models among two objects. Their pro-

posed method shows good results under uncertainty. All of these previously mentioned

methods assume primitive shapes such as cylinders or boxes as the target objects.

Other methods such as Geib et al. [14] focus on the actions and objects relations in a

single interface representation to capture the needs of planning and robot control. And,

in their later work in Detry et al. [10] they use these action complexes to extract the

best grasping points of the objects.

In the vast repertoire of learning methods connecting affordances, not necessarily

limited to objects, there are works that try to mimic the human reasoning by building a

KB of actions based on tasks built upon reinforcement learning [37, 45].

Instead, Kraft et al. [20], Madry et al. [24], Montesano and Lopes [27] learn the

visual descriptors of the objects using classifiers such as SVM [8] and decision trees [13]

to categorize the objects and obtain the possible grasps. Others such as Do et al. [11],

Nguyen et al. [30] instead of using classifiers alone build a model using deep CNN based

on the visual object’s features, being able to generalize better given the robustness of

the data.

Ardón P. 7
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3
OBJECT MODELLING

To achieve a complete framework that infers on the most suitable grasping areas de-

pending on an object’s affordance the system first needs to model the target object. Thus,

Figure 3.1 presents a complete flow scheme of the framework with the object modelling

as the focus of this chapter.

Learning techniques have become part of the state-of-the art when it comes to grasp-

ing. However, it brings some limitations such as to collect or find a suitable dataset that

2-D	Object	
Images	Dataset Point	Clouds	 +

Object Modelling with Superquadrics and 
Delaunay triangulation 

Filter	a	grasp

Affordance	
Integration

Knowledge
Base

2-D	Scene	
Images	Dataset

OBJECT MODELLING

Objects features

Scene
features

Conditional grasps

ModelDisparity

Scene
features

Figure 3.1: Project scoped to connecting objects with the environment in which they are
more likely to be found in. The highlighted part scopes the object modelling.
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CHAPTER 3. OBJECT MODELLING

includes the two-dimensional (2-D) with the mapped 3-D information about the object.

Hence, the proposed approach is to model the object without any a-priori knowledge

of the object using superquadric models [19]. One of the greater problems of using su-

perquadrics is their limitation on uniformly sampling points around all the surface.

These methods provide a denser sampling around the objects curvatures [19]. In order

to avoid this issue the proposed framework combines Delaunay triangulation [22].

3.1 Superquadrics Overview

Superquadric functions are an extension of quadric surfaces and include supertoroids,

superhyperboloids and superellipsoids. Superellipsoids are most commonly used in ob-

ject modelling because they define closed surfaces. Jaklic et al. [19] defines a superquadric

in an object-centred coordinate system represented as the inside-outside function:

(3.1) F(x, y, z,λ) :

((
x
λ1

) 2
λ5 +

(
y
λ2

) 2
λ5

)λ5
λ4

+
(

z
λ3

) 2
λ4

,

where (x, y, z) is a 3-D point in the superquadric model and λ = [λ1, ...,λ5] defines the

superquadric shape. Equation 3.1 provides a simple test of whether a given point lies

inside or outside a superquadric, such that

(3.2) P(x, y, z)=


F < 1, inside

F = 0, on sur f ace

F > 0, outside

The inside-outside description can be expressed in a generic coordinate system by adding

six further variables representing the superquadric pose, e.g., three for translation and

three for Euler angles, with a total of eleven independent variables (i.e. λ= [λ1, ...,λ11]).

Some examples for superellipsoids and their definition are depicted in Figure 3.2. The

object modelling via superquadrics consists on finding the values of the parameter vec-

tor λ ∈R11 so that most of the 3-D points in N, where N is the total number of points in

the space, lie inside, on, or close to the superquadric surface. The minimization of the

distance from points to the model is seen as an optimization problem in the literature.

The minimization of the algebraic distance from points to the model can be solved

by defining a least-squares minimization problem [19]:

(3.3) min
λ

=
N∑

i=1

(√
λ1λ2λ3 (F (si,λ)−1)

)2

Ardón P. 9



CHAPTER 3. OBJECT MODELLING

Figure 3.2: Superquadrics examples for object modelling. The surface of a superquadric
is described as: |x|r + |y|s + |z|t = 1, where r, s, t are positive real numbers that deter-
mine the main features of the superquadric. From left to right, these values are varied
from less than one (pointy octahedron) to greater than two (cube modified with rounded
corners and edges).

where (F (si,λ)−1))2 is the point-superquadric distance minimization and λ1λ2λ3 is

proportional to the superquadric volume. Equation 3.3 allows to solve the object mod-

elling as an optimization problem without the need to have any a-priori information

about the object or its shape. In the literature, this optimization problem is solved by

using Levenberg-Marquardt [29] and Ipopt [42]. Among these two options, the frame-

work uses the former method.

Nonetheless, one of the known problems of superquadrics is that it samples more

points around the curvatures of the perceived shape [19]. Thus, in order to extract the

grasping points along the whole surface of the object, the superquadric is combined with

a Delaunay triangulation.

3.2 Delaunay Triangulation Overview

For modelling an object given a set of sample points, the Delaunay triangulation pro-

vides a convinient set of triangles to use as polygons in the model. In particular, the

Delaunay triangulation avoids narrow triangles, as they have large circumcircles com-

pared to their area. A Delaunay triangulation, considers a set P of points in the (D-

dimensional) Euclidean space to form a triangle and discern if the triangulation is De-

launay. An example is shown in Figure 3.3. For a triangulation to be Delaunay, no point

in P should be inside the circumcircle shaped by the D-dimensional triangulation DT,

with the angle vectors composed by the points in P, DT(P) is formed by four chosen

points inside P [22]. In two dimensions, one way to detect if a point d lies in the circum-
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a

db

c

(a)

a

b

c

d

(b)

Figure 3.3: Delaunay triangulation example. (a) Delaunay triangulation, (b) not a De-
launay triangulation.

circle of points a, b, c is to evaluate the determinant

(3.4)

∣∣∣∣∣∣∣∣∣∣∣

ax ay a2
x +a2

y 1

bx by b2
x +b2

y 1

cx cy c2
x + c2

y 1

dx dy d2
x +d2

y 1

∣∣∣∣∣∣∣∣∣∣∣
> 0,

where a, b and c are sorted counterclockwise, as depicted in Figure 3.3. This deter-

minant is then positive, if and only if, d is inside the cirumcircle, indicating is not a

Delaunay triangulation. One of the properties of the Delaunay triangulation is that

each triangle of a set of points corresponds to a face of a convex hull of the projection

of points. In order to ensure a robust grasping area, the framework takes into account

only those triangles that are enclosed in a diameter threshold. In this manner, avoid-

ing considering a grasping area where only one convex hull lies, thus jeopardising the

grasping task.

3.3 Visualising the Grasping Area

Given that the dynamics and control of the robotic end-effector are out of the scope of

this work, the end-effector is simulated with a fictitious superellipsoid. This with the

solely purpose of visualising the calculated grasping area. This superellipsoid is nom-

inated H. The hand pose is represented with a 6-D vector x = [xh, yh, zh,φh,θh,ψh],

where (xh, yh, zh) are the coordinates of the hand’s origin and (φh,θh,ψh) the Euler

Angles with respect to the world frame. This superellipsoid, H, is built using the di-

mensions of iCub humanoid robot end-effector [25]. H is sub-sampled to a set of points

located in the centre with the purpose of being placed on the calculated grasping area

of the object O, resulting on a better visualisation of the calculated grasp region. At this
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point of the framework development, the grasping region is considered to be where the

density of grasping points is higher than a set threshold. This threshold is calculated

by setting a perimeter of 10mm of diameter to check for a density of grasping points.

Where a region is considered graspable if its points density is greater than 15 points,

P(x, y, z), per perimeter.

3.4 Object Modelling Results

This section shows the results of the object modelling. Up to this stage, it is of interest

to verify the quality of the modelled object as well as the extracted grasping points.

(a) (b)

(c)

-0.05

-0.04

-0.03

-0.02

-0.01

0

0.01

0.76

0.02

z(
m
)

0.74

y(m)

0.72
0.02

x(m)

0.0100.7 -0.01-0.02-0.03-0.04

(d)

Figure 3.4: End-effector simulation. (a)-(b) show iCub humanoid Robot end-effector CAD
model with its superellipsoid in cyan colour (axis colours: x is red, y is green and the z is
blue); (c) 2-D image of the target object used for the sample reconstruction; (d) point
cloud reconstruction using superquadrics and Delaunay triangulation, the detected
grasping points are shown in blue and the final location of the end-effector in cyan
colors.
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Subfigure 3.4a shows the superellipsoid described in Section 3.3 on the CAD model

of iCub end-effector. Subfigure 3.4b shows a profile version of both models. From now

on, as referenced on these two images, the axis colours are represented as x-axis is red,

the y-axis is green, and the z-axis is blue. Thus, not only allowing the visualisation of

the end-effector but also the region where a grasp is acceptable (cyan ellipsoid), which

is going to be evaluated in Chapter 5.

Subfigure 3.4d illustrates the modelled object with the grasping points highlighted

in blue. Figure 3.5 portrays an example of this case. Where for objects which affordance

action does not result in an adverse effect, such as an apple, the grasping area is incon-

sequential. Nonetheless, this is not the case for objects which effect could be negative,

such as a meant to pour item. In order to tackle down this issue, the next chapter

presents a learning affordances solution.

(a)
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-0.04
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-0.02

0.74

0

0.04

z(
m
)

0.02

0.72 0.02

y(m)
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00.7
-0.020.68 -0.04

0.66 -0.06

(b)

-0.06

-0.04
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m
)
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0
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y(m)
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x(m)

00.7
-0.020.68 -0.04

0.66 -0.06

(c)

-0.06
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-0.04

0.76

-0.02z(
m
)

0

0.74 0.04

0.02

y(m)

0.72 0.02
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00.7
-0.020.68 -0.04

0.66 -0.06

(d)

Figure 3.5: Extracted grasping points examples. (b) to (d) show different options for the
grasping area of a bowl without considering the object affordance.
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4
OBJECT AFFORDANCES

While the previous module does not need any a-priori information on the object to ob-

tain a model, reasoning about the object affordance needs a library of features that

gives some background about its correct affordance. In this work an affordance is con-

sidered as the relation between the object, its surrounding environment and a grasping

behaviour that is convenient depending on the object’s usage purpose.

The created library follows the steps highlighted in Figure 4.1. This part is enclosed

2-D	Object	
Images	Dataset Point	Clouds	 +

Object Modelling with Superquadrics and 
Delaunay triangulation 

Filter	a	grasp

Affordance	
Integration

Knowledge
Base

2-D	Scene	
Images	Dataset

AFFORDANCE REASONING
Objects features

Scene
features

Conditional grasps

ModelDisparity

Scene
features

Figure 4.1: Project scoped to connecting objects with the environment in which they are
more likely to be found in. The featured part scopes the object affordance classification.
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CHAPTER 4. OBJECT AFFORDANCES

in the form of a knowledge base (KB). KB methods are growing in artificial intelligence.

They pursue to learn a set of general rules and features that allow the system to in-

fer about an object or an action. Moreover, this method is not restricted to the output

task but it also allows the system to query a broader array of questions regarding the

features involved in the process.

In this work, a KB graph is used as a predictive model to an object affordance. The

system collects a set of attributes about the objects and the environment, to then con-

nect them in a graph style based on a set of general rules that defines the relationship

among these attributes. Consequently, allowing the system to reason about the affor-

dance group and the previously calculated grasping points. This designed KB consists

of two steps: (i) collecting data and (ii) learning this data relationship to reason on the

affordance for grasping.

4.1 Collecting Data

Collecting data refers to the repository of images collected from two different datasets

that are finally organized in the affordance categories shown in Figure 4.2. The first

one is the Washington-RGB dataset that contains 300 objects and 51 different classes,

Apples ... Bowl ... Boxes … Brushes … Pastes … Towels … Caps …

To eat To contain To brush To squeeze To clean To wearTo hand

Bathroom

Bedroom

Play-room

Closet

Kitchen

Livingroom

Office

Figure 4.2: Sample of objects used for the framework from the Washington (objects de-
picted in columns) and MIT datasets (scenes depicted in rows) scenes depicted and the
different affordances groups.
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providing the point clouds and the 2-D images for each one of the instances [21]. The

second dataset is the MIT Indoor scene recognition that contains 15,620 different im-

ages of 67 different indoor scenes from which this work uses seven of those classes [35].

By unifying these two datasets the objects are correlated to the environment in which

they are more likely to be found in. The columns represent objects in the Washington

dataset, while the rows the scenes in the MIT one, resulting in the inferred affordance

shown in the bottom of the table.

Both datasets are split into 70% for training and the remaining 30% for testing.

These subsets are used to train and test a battery of classifiers that help defining good

object affordances features.

4.2 Learning the Knowledge Base Using the
Environment

A KB is visualised as a graph representation as illustrated in Figure 4.3 where the

entities (nodes) are connected by general rules (edges). In this proposed solution, the

entities include the target object, the visual semantic attributes of the object and its

surrounding, and the resulting affordances groups. The general rules are the attribute

to attribute relation. The relation between attributes is weighted accordingly, where the

higher the weight, the higher the correlation between the two entities.

The previously described repertoire of images (Section 4.1) is used to define the at-

box

irregular

irregularaluminium

coarse

miscellaneus
miscellaneus

smooth

personal

utensils

cardboard

miscellaneous
utensils

coarse

smooth

food
utensils

container

box

cylinder

To clean

To hand over

To brush

To wear

To eat

Figure 4.3: Example of the different entities that build the designed KB.
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Table 4.1: Used attributes and entities of the KB graph.

Attribute Entities per Attribute
Shape box, cylinder, irregular, long, round

Texture
aluminium, cardboard, coarse,

fabric, glass, plastic, rubber, smooth

Categorical
container, food, personal,
miscellaneous, utensils

Environment
bathroom, bedroom, play-room,

closet, kitchen, livingroom, office

tributes portrayed in Table 4.1 about the object. Farhadi et al. [12] offers a robust guide

on how to describe objects. They divide the features into three main types: base, seman-

tic and discriminative. In this work, the base features, such as edges and colours, are

extracted using CNN as explained in Subsection 4.2.1. The semantic features are visual

characteristics of the object. From now on, these features will be referred to as visual

semantic features. They are the result of a deep learning CNN and are divided as:

• Shape attributes: This is defined as the set of visual attributes that describes the

objects geometrical appearance,

• Texture attributes: Are a set of categories based on visual characteristics of the

objects materials,

• Categorical attributes: Reflecting the semantic understanding of the object. For

example, an apple is within the category of food, and

• Environment attributes: The scenarios in which the objects are more likely to

be found in. This attribute is added with the purpose of facilitating the object

affordances reasoning. The implemented KB considers two scenarios in which the

object can be located, thus the object is not restricted to a particular environment.

For example, a glass containing liquids is more likely to be found in a kitchen and

a living room.

Finally, the discriminative features, those that offer a comprehensive understand-

ing of the semantic features, are achieved through a predictive decision trees model as

explained in Subsection 4.2.2.

Figure 4.4 illustrates the inference procedure followed in the KB, to arrive in an

affordance group. This KB is composed of four different deep learning neural networks

that, through the pre-trained CNN, resnet50 [17], extract features from the perceived

images. These four different deep learning CNN correspond to the four different visual
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Affordance
output

shape texture categorical environment

Ψ𝑠 Ψ𝑡 Ψ𝑐 Ψ𝑒

Knowledge base

Based on correlation 
of entities

Hierarchical
feature extraction

Figure 4.4: KB representation used for the object affordance inference. Given an image,
the model estimates the attributes features hierarchically following the stated inference
rule. These attributes are then available information on the KB. A predictive model is
then applied to select the object affordance.

semantic attributes described in Table 4.1 that result in the preferred set of entities in

a graph for a given affordance grasp behaviour.

4.2.1 Inside Each Deep Convolutional Neural Networks

Convolutional neural networks are a class of artificial neural networks that have suc-

cessfully been applied in many fields, one of them computer vision. It is currently one

of the most popular feature extraction methods used in deep learning techniques. In

summary, instead of feeding the entire image as an array of numbers, the image is

broken up into many tiles, the machine then tries to predict what each tile is. Finally,

the computer determines what is in the picture based on the prediction of all the tiles.

This procedure allows to parallelise the operations and detect the object regardless of

where it is located in the image. Figure 4.5 illustrates the learning components of a

deep CNN, which are: (i) convolution is a series of filters applied in a layered fashion

Figure 4.5: Structure of a Deep CNN [40].

Ardón P. 18



CHAPTER 4. OBJECT AFFORDANCES

to extract features from the input; (ii) pooling reduces data dimensionality. It applies

a function summarising neighbouring information; and (iii) fully connected layer where

each neuron in the input is connected to each neuron in the output. Depending on the

task, a regression or classification algorithm can be applied to build the desired output.

4.2.2 Putting Together the Knowledge Base

The KB is then a predictive model based on the hierarchical information obtained from

the different semantic attributes of the object (visualized as nodes in Figure 4.6) and

the defined general rule that correlates attributes (the edges in Figure 4.6 from now

on referred as weights). From each of the attributes, ∀a ∈ A : A ∈ [1, ...,K], where K is

the total number of visual semantic features as described in Table 4.1, a set of weights

represented as a vector Ψak = [ψ1,ψ2, ...,ψn] is extracted, where n is the total num-

ber of entities in that attribute. These Ψak are hierarchically connected with the next

attribute ak+1. Then Ψak offers a way to rank on the next best entity candidate.

The higher the ψ, the higher the probability that the connected two entities among

attributes result in a better affordance inference. These weights are proportional to the

posterior probability distribution obtained from the classification task. Such that the

posterior probability distribution is defined as the Bayes rule:

(4.1) P̂(a|x)= P(x|a)P(a)
P(x)

,

Box

Fabric

Utensils

Hand towel

To clean

Object
Shape
Texture
Categorical

Affordance
Environment

Bathroom

𝜓𝑠

𝜓𝑡

𝜓𝑐

𝜓𝑒

𝜓𝑎

Figure 4.6: Example of an object and the extracted attributes used to build the KB graph
learning a raking of weights Ψ (shown in red) that result in an affordance group.
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where x is an image belonging to an attribute a, P(a) is the posterior distribution and

P(x) is a normalisation constant that consists of the sum over a of the multivariate

normal density. Figure 4.6 depicts an example of an object which grasping affordance

can be to clean or to hand over. In this example, the weights deduce the best ranking

(shown in red) to the to clean grasping affordance.

The collected information from each of the deep CNN is then learned using a decision

tree as a predictive model,

(4.2) (y, Z)= (y1, y2, y3, ..., yn, Z),

where Z is the affordance group that the system is trying to infer, and the vector y is

the set of features y1, y2, y3, ..., yn used for the inference task. Thus, the model learns

the ranking that infers on the affordance grasping task R(x)=Ψ
ᵀ
A y(x) where ΨA is the

transpose of the model parameters from all the attributes and y(x) is the set of visual

features of a given image x.

4.3 Results on Affordances Learning

The results of the presented KB for object affordances including the environment fea-

tures are presented in this section. As a reminder, the proposed framework can reason

on the object affordance. In this work, affordance is understood as the action-effect re-

lation of an object, with the purpose of discerning a suitable grasp region.

4.3.1 Each deep convolutional neural network (CNN)
Performance

The first tests are done individually on each of the deep learning CNN that build up

the KB. 30% of the images from the Washington-RGB dataset were used for testing

the battery of classifiers. Table 4.2 presents a summary of their accuracies, whereas ex-

haustively presented in literature, the scene recognition (environment) is the hardest

Table 4.2: Each of the deep CNN accuracy performance.

Classifier Accuracy
Shape 95.71%

Texture 98.83%
Categorical 99.91%

Environment 76.50%
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classification to boost. Even though the aim of the proposed framework is not to im-

prove the performance of the individual classifiers, these illustrated accuracies match

the state-of-the-art results shown in [17, 21]. Figure 4.7 presents a summary of these

classifiers posterior probability distribution. As observed in the plots, the ones present-

ing a consistent distribution and mean among different classes are those with better

accuracy performance in Table 4.2.
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Figure 4.7: Posterior probability distribution for the different classifiers used in the
KB. The box plots illustrate the performances for each deep CNN: (a) shape, (b) tex-
ture, (c) categorical and (d) environment. Note: Al stands for aluminium, bthrm for
bathroom, and bdrm for bedroom.

4.3.2 Reasoning on the Object Affordance

In order to evaluate the overall performance of the KB the accuracy and probabilities

distributions before and after adding the environment features were collected. Fig-
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Figure 4.8: Confusion matrices for the knowledge base representation: (a) before adding
environment features, showing an average diagonal accuracy of 92.57%; (b) after includ-
ing the environment, showing a diagonal average accuracy of 96.81%.

ure 4.8 and Figure 4.9 show the data for both cases. Not including the environment

in the affordances has lower accuracy than adding these features to the KB, as illus-

trated in Subfigure 4.8a and Subfigure 4.8b. Furthermore, Subfigure 4.8a also shows

a slightly higher spread among different affordance classes. For example, the case of

affordances which objects have a general semantic categorical attribute such as “mis-

cellaneous” or “container”. A percentage of objects are miss-classificated among the to
contain, to brush, to eat, and to squeeze categories. Concerning grasping, this miscue

represents a significant negative effect, especially for objects which real affordance is to
contain and its miss-classification results in the system lifting up the object from any

point risking dropping its content. This risk is reduced by 4.24% when adding the en-

vironment features, as portrayed in Subfigure 4.8b, especially in categories such as to
contain, to hand over and to eat.

The posterior probability distribution of the objects among each category is also im-

proved. Subfigure 4.9a and 4.9b show the overall increase in the median probability of

the objects in the different affordances categories. While there is a decrement in the

distribution for categories such as to hand, there is an increment for others such as to
clean, to squeeze and to wear. This change in the distribution is accredited to the varia-

tion in environments where these objects can be found. Whereas for categories such as

to eat, to contain and to hand over are directly related to spaces such as living rooms

and kitchens, the rest are spread over more than just two contexts of surroundings.

To check the role of the environment features in solving classification discrepancies,
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Figure 4.9: Distributional posterior probabilities per class of the knowledge base: (a) be-
fore the environment inclusion, and (b) after the environment features are included.

Figure 4.10 shows a parallel coordinates plot of the KB. This parallel coordinate plot

maps the different obtained standard deviation values as a point on the line connecting

the different attributes (the vertical delimiters). Each of the lines represents a tested

object in the KB with their posterior probability distance from the mean value (nor-

malised as 0) represented by the standard deviation on the y-axis. Each of the objects

are categorised by a colour indicating their affordance group, as portrayed in both plots

of Figure 4.10. There are many classification errors, which are illustrated as the dashed

connecting lines, in the first three attributes. However, as depicted in Subfigure 4.10b,

despite the fact that the standard deviation increases once the environment is added

(context_1 and context_2), the miss-classification is notably reduced trying to place the

input in an affordance group.
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Figure 4.10: Parallel coordinate plot of the features in the KB: (a) plot with only object
attributes, and (b) plot including the environment features.
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5
FRAMEWORK RESULTS

Once the object is classified into an affordance category, the grasping region is limited

accordingly. Figure 5.1 is a reminder of the proposed solution which final objective is

to extract the grasping areas of the objects depending on their affordance. The system

selects from the set of grasping points obtained in the object reconstruction module

(Chapter 3) and limits the grasps depending on the affordance classification (Chapter 4).

In order to impose such constraints to obtain the grasping area, the space of the

previously obtained grasping points is discretised into ten sub-spaces in the third di-

mension, z, so that the following decision on the grasping area can be made:

2-D	Object	
Images	Dataset Point	Clouds	 +

Object Modelling with Superquadrics and 
Delaunay triangulation 

Affordance	
Integration

Knowledge
Base

2-D	Scene	
Images	Dataset

OBJECT MODELLING

AFFORDANCE REASONING
Objects features

Scene
features

Conditional grasps

ModelDisparity

Scene
features

Filter	a	grasp

Figure 5.1: Proposed framework for grasping affordance inference.
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• The grasping region should lie on those points located in the four central sub-

spaces of the discretised space for objects that are meant to contain edibles.

• For the rest of objects, it is considered as the grasping region those subspaces

where the density of grasping points is higher than a threshold (as mentioned in

Section 3.3), given that the affordance action-effect is not critical (i.e., hand over,

to clean, among others.).

Combining the object modelling, affordances learning and grasping restriction al-

lows for a more human-like method for object interaction. Many approaches recognise

novel objects online. They are based on visual similarity or interactive learning mecha-

nisms. An exhaustive summary on learning objects for grasping is presented in Ardón

et al. [2] (Appendix B). In contrast to these methods, the one proposed in this work is

not only able to: (a) infer on the object affordance of known and semantically familiar

objects, but also (b) to extract a suitable grasping region of the target depending on the

interpreted affordance. This chapter summarises the collection of experiments done on

the proposed framework that help on assert the efficiency of the method.

5.1 Grasping Regions, Before and After Affordance
Inference

Some sample objects are taken from the Washington dataset in order to evaluate if the

obtained grasping on an object improves if the affordance is known. Table 5.1 shows

some of these objects from which the grasping areas obtained before and after infer-

ring on the affordance are compared. These grasp regions are analysed qualitatively

according to the most likely action that a human would take in order to obtain the less

negative effect.

For example, the first row shows the obtained model from a water bottle. The achieved

grasp before deducing the affordances results in being placed on the lid of the bottle,

which would result in an adverse effect if the bottle contained liquid and the lid was

not secure. The last column of the table shows the calculated grasping area after the

affordance has been inferred, which shows to be a more suitable solution given the risk

of the object containing edibles. The same case can be pleaded for the second row object,

a bowl. In a slightly different case, the third row shows two different grasping regions

for the scissors which affordance has been determined as hand over. Thus both grasping

choices seem acceptable given that there is no critical effect involved.
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Table 5.1: Objects modelling and grasping points before and after affordance reasoning.

Object Grasps Before Affordance Grasps After
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5.2 Zero-shot Affordance

Given a novel object, it is often useful to predict its affordance either for grasping or

usage actions. In this work, the object affordance is limited to its grasping action and is

seen as the combination of the action-effect pair that results from the observations of the

object and its environment. Zero-shots affordance, in this case, refers to the affordance

prediction of a familiar object. For this part of the experiments, a set of semantically

similar objects has been chosen from a third dataset, Cornell [39]. This dataset is used

to learn how to grasp objects in other works such as Lenz et al. [23], Sung et al. [39].

These works exploit the fact that the dataset contains the 3-D point cloud of the objects

and their corresponding labelled grasping regions in the form of rectangles.

From the Cornell dataset, 22 semantically similar objects to the ones used for the

training of the KB are chosen, obtaining an average accuracy of 81.3% on the object af-

fordance inference. In order to deduce the affordance of an unknown object o the same
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hierarchical procedure explained in Subsection 4.2.2 is followed. The set of weights ΨA

has ranked a connection of attributes that result in an affordance, depending on the

perceived semantics. Furthermore, this pattern of connection has been learned in a pre-

dictive model to result in the grasping areas of the object. Table 5.2 shows a sample

of the familiar objects tested using the KB with their affordance group and deduced

grasping area. Where, the most critical case is shown by the ones which affordance is to

contain edibles, a cup in the second row, for which the grasping area is correctly calcu-

lated. Regarding affordance inference, two objects which first affordance option should

be to wear are classified as to hand over. For these particular objects, shoe and sun-

glasses, this miss-classification does not result in a critical action for the objects. How-

ever, tracing back the scores in the KB in both cases the objects have been categorised

as a ”container" and miscellaneous objects, respectively, instead of personal ones. More-

over, the connected environment is a living room (see Table 4.1 for entities per attribute

categories). This miss-classification hints the need for adding either more data to the

training set or more attributes to the KB. Furthermore, it reflects the results shown in

Figure 4.10 in Subsection 4.3.2, where the categorical and environment attributes show

to be the ones that contribute the most on discerning the affordance category.

5.3 Similar Shape, Different Affordance

One of the most significant arguments for building this framework is to help a robot

to analyse on affordances in a human-like manner. That is to say, just as humans suc-

ceed at generalising an action towards objects of the same category with significantly

different shapes, e.g. glasses: wine, tumbler, martini, and differentiate how to manipu-

late objects with similar shapes but for different purposes, e.g. candle vs water bottle.

Given the database objects, this section shows the different affordances and grasping

regions obtained for objects with similar shape but different affordances thus different

preferred grasping regions.

Table 5.3 shows examples of two different shapes that are very common to objects

with considerably different affordances. Interestingly, the second row shows examples

of cylindrical objects with two different grasping affordances actions (hand over and to

contain edibles) where the located grasping regions considerably differ according to the

deduced affordance of the object.
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Table 5.2: Zero-shot affordance prediction on semantically similar objects. The original
images contain the labels (rectangles) for the preferred grasping regions from [23, 39].

Object Affordance Grasp Region
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Table 5.3: Objects modelling and grasping points for objects with a similar shape. The
objects from the Cornell dataset contain the labelled ground truth (rectangles) for the
preferred grasping regions as used in [23, 39].

Shape Affordance 1 Grasps Affordance 2 Grasps
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5.4 Compare with Similar Methods

Different works have been done in the field of affordance detection and grasping. How-

ever, the popular available methods learn a labelled set of data in order to be able

to identify the grasping regions. Contrary to these techniques, the method presented

in this work deduces the grasping region without any a-priori information about the

grasping points, using the affordance categorisation and shape of the object solely.

Given that the presented method does not train on grasp labels, in order to evaluate

its output, it is compared to the ground truth labels of the Cornell dataset (used to eval-

uate the Zero-shot affordance in Section 5.2). Lenz et al. [23], Saxena et al. [36], Sung

et al. [39] are works that use deep learning techniques to learn the grasping points of

the objects mapped in the Cornell dataset images. It is worth mentioning that these

works do not account for affordances learning but for object recognition. They simulate

the end-effector with a rectangle, allowing it to account for the end-effector orientation,

and use point and rectangle metrics to measure the mean square error (MSE) between

their ground truth and the obtained grasps. Their proposed point metric computes the

centre point of the predicted rectangle and considers the grasp is a success if it is within

some distance from at least one ground truth rectangles. This metric does not account

Ardón P. 30



CHAPTER 5. FRAMEWORK RESULTS

for orientation as the rectangle metric does. Contrary to the method proposed in this

work, their labelled grasping regions are based on the robot’s end-effector control, and

kinematic constraints and not on object affordances. Thus, a direct quantitative com-

parison is not viable. However, it is possible to use a modified version of their proposed

point metric. The results of this work can be qualitatively evaluated by visually in-

specting the resulting area. Moreover, quantified by the percentage of grasping regions

that coincide between both sets of data, i.e., the ground truth rectangles of the Cornell

dataset and the superellipsoids of this proposal.

In order to obtain such percentage, the Euclidean distance from the centre point of

the labelled rectangles, observation a, to the centre point of the superellipsoid, observa-

tion b, is measured and expected to be below a set threshold (set to 10mm on the point

cloud projection images). From the Cornell dataset, a subset of 65 random images was

taken, including images from different perspectives of the same object. These images

were categorised into an affordance group, illustrating their provided grasping label as

a red rectangle on the 2-D image, as seen in Table 5.2 and Table 5.3. By measuring

the Euclidean distance, as previously explained, 88% of the calculated grasps using the

KB proposed in this work fall inside the labelled grasping regions. The other 12% falls

either close to a valid region, as it is the case for Subfigure 5.2i to Subfigure 5.2l or

entirely in a new area given that it has followed the constraints of the grasping regions

depending on the affordance. For example, this is the case with the glass in Table 5.3.

Figure 5.2 shows more examples of objects comparing both grasping areas. The ground

truth is represented in the 2-D images with red rectangles and the obtained ones using

the KB method are projected on the point clouds with the cyan region.

5.5 Framework Limitations

Although the framework shows overall satisfactory results it is worth mentioning that

the calculated grasping area does not account with the manipulator orientation to be

fitted on the object. At at moment this orientation is handled manually. The orientation

and object surface matching are going to be handled through reaching and grasping

behaviour techniques that are out of the scope of this work. Moreover, as it can be ob-

served on objects such as the candle in Table 5.3 the calculated grasping area, although

is correct, it would be difficult to reach given its closeness to the surface that supports

the object. In order to solve this issue, more than one suitable grasping are will need to

be provided for the reaching and grasping behaviour module to approach the object.
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Figure 5.2: Extracted grasping points examples on different objects compared with their
ground truth as presented in Cornell’s dataset.
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FINAL REMARKS

Past research has presented approaches to the grasping problem extensively. However,

grasping behaviours depending on the object affordances is still an open challenge due

to the vast variety of object shapes and robotic platforms. Furthermore, the current

approaches need considerable amounts of data to train a model without being able to

generalise among different classes of objects successfully, nor to distinguish the best

grasp area depending on the object’s purpose of use.

Thus, this work presents the base of a cognitive affordances framework that can

identify and encapsulate the good affordance features of an object to deduce on a suit-

able grasping behaviour.

The results of the evaluation performed on the framework support the hypothesis

presented at the beginning of this work. Namely, that the affordance task is not only

limited to the relationship that can be built between the target object and the agent

but that it also considers the surrounding environment. The results show that without

any a-priori awareness on the grasping area of the object, the designed KB is able to

induce on the object’s affordance grasping points. The affordance classification is further

improved by the incorporation of the environment in which these objects likely reside.

Thus, allowing the system to have a better chance at deducing correctly the grasping

area of the object.

Furthermore, by building a KB the system does not only learn the final predictive

affordances model, but it can also access high-level information that allows it to distin-

guish different visual semantic attributes of the objects and their related environment.
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Regarding the effectiveness of the framework as a whole, throughout Chapter 5 dif-

ferent comparisons were made. Especially with similar techniques that depend on la-

belled data in order to obtain the grasping areas. The outcome of this comparison posi-

tively asserts the effectiveness of the designed KB. By obtaining an 81.3% of accuracy at

inferring the affordance of semantically similar data, and 88% of similarity on grasping

areas with labelled, not previously seen, data.

It is worth to mention that one of the most significant challenges during this stage

of the research was to find the right dataset to train the predictive model and test the

obtained grasping areas with ground truth labels for comparison purposes. The lack of

datasets that contained all the needed elements for the training and testing inspired a

method that offered a hierarchical solution, i.e., the KB ranked predictive model.

Withal, the presented framework has room for improvement, which is facilitated by

its modularity. Overall, the performance of the KB can be increased by adding more

attributes to the base, as well as modifying the predictive model to deal with more

than one affordance classification at the time (for example, an object’s affordance can

be to hand over as well as to clean). Furthermore, the dynamics and system control

schemes of the humanoid robot and the environment are considered out of the scope of

the presented work. Nonetheless, Pairet et al. [32] offers a learning-based framework

that comprises relative and absolute robotic skills for dual-arm manipulation suitable

for dynamic environments, that together with a self-learning mechanism for grasping,

as proposed in Ardón et al. [3] (Appendix A), it offers a solution to achieve a complete

human-robot interaction platform for indoor environments.
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The paper in this appendix is to be presented in the Advanced Robotics and its Social
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is particularly on the impact of artificial intelligence and empowered autonomous sys-

tems.
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Object Affordances by Inferring on the Surroundings*

Paola Ardón Ramı́rez1, Subramanian Ramamoorthy2 and Katrin Solveig Lohan3

Abstract— Robotic cognitive manipulation methods aim to
imitate the human-object interactive process. Most of the of
the state-of-the-art literature explore these methods by focusing
on the target object or on the robot’s morphology, without in-
cluding the surrounding environment. Most recent approaches
suggest that taking into account the semantic properties of
the surrounding environment improves the object recognition.
When it comes to human cognitive development methods, these
physical qualities are not only inferred from the object but also
from the semantic characteristics of the surroundings. Thus the
importance of affordances. In affordances, the representation
of the perceived physical qualities of the objects gives valuable
information about the possible manipulation actions. Hence,
our research pursuits to develop a cognitive affordances map
by (i) considering the object and the characteristics of the
environment in which this object is more likely to appear,
and (ii) achieving a learning mechanism that will intrinsically
learn these affordances from self-experience.

Index Terms— Humanoid robot, affordances, object recogni-
tion, learning, grasping

I. INTRODUCTION
A. Motivation

Humanoid robots are playing increasingly important roles
when it comes to indoor applications, for which object af-
fordances are vital to succeed in the human-robot interaction
task. Some of these applications include assisting humans in
daily activities such as cooking, cleaning, shopping, among
others, thus the importance of improving robotic grasp af-
fordances, especially in dynamic environments.

Affordance is defined as “an opportunity for action”, [7].
In robotics, we are interested in object affordances; inves-
tigating the best procedure to imitate the cognitive human
development on how to interact with objects, [9]. There
is a wide range of theories that try to explain the human
thinking, none of them taken as the ground truth one, thus
it is not surprising that the development of robotic cognitive
techniques is still a wide area of research. Humans heavily
rely on shapes and environments to identify and categorize
objects in order to infer an action ([4], [13], [6]). As a
result, we succeed at generalizing an action towards objects
of the same category with significantly different shapes, e.g,
glasses: wine, tumbler, martini, etc., and to differentiate how
to manipulate objects with similar shapes but for different
purposes, e.g, bowling pin vs. water bottle or a candle vs. a
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tium partners
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Fig. 1. Affordances model originally presented in [12], which creates a
correlation between the objects and their properties as being detected by the
robot sensors. We consider a slightly modified setting using reinforcement
learning where: C = {c1, c2, ..., cn} will be the set of semantic attributes
of the object and the environment, A = {a1, a2, ..., an} the set of available
actions and E = {e1, e2, ..., en} the effects of performing those actions as
detected by the sensors. In this model, the relationship among components
of two sets infers on the best match component from the third set.

glass full of liquid. In robotics, the most common approach
to affordance learning is to learn direct mappings from sensor
measurements to affordance labels ([2], [3], [8], [10], [12]).
However, the accuracy of this mapping is constrained by how
good the perception and reconstruction of the object is, not
to mention the robotic morphology constraints.

B. Problem Statement and Hypothesis
In order to achieve cognitive grasping processes, there are

two main approaches in the literature. On one hand, some
of the methods focus on extracting viable grasping points on
the objects, independently if the object is known, familiar
or novel to the system. Examples of such works are [10],
[3], [1], [16], [5], among many others. These data-driven
methods use these extracted features to improve their grasp-
ing success rate. However, because of the need to constantly
keep learning they require large amounts of data and are
not well generalized among objects belonging to different
categories. On the other hand, some works focus on learning
the grasping task based on the robot’s morphology using
simple object primitive shapes such as spheres and boxes
([2], [8], [11]). These two different procedures consider an
isolated target or many objects on a planar surface, which
do not reflect real-world scenarios. Additionally, these two
different approaches perform well independently, however,
the literature does not put together what are the features
that encode the good object affordances? These affordances
do not belong strictly to the object nor to the robotic agent,
instead, they are the result of the relationship established
between them.

Social research studies on the development of human
cognitive methods demonstrate that we humans improve
our interactive learning with objects not only based on our
previous experience with them (or similar ones) but also
by inferring in the context of the environment where these
objects reside ([15], [14]). Thus, we create a relationship

APPENDIX A. IEEE WORKSHOP ON ARSO 2018
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between the object, the scenario where is more likely to find
it, and the set of possible actions to interact with it. Using
the same analogy, in robotics, the object affordances can be
improved by integrating semantic attributes of the object and
the environment in which these objects are usually found,
which is an approach not yet seen in the current literature.
C. Objectives

This research project aims to investigate object affordances
to improve the manipulation success rate by including the
context of the environment when building the relationship
map between the target object and the agent, e.g, humanoid
robot. For this purpose, we want to create a learning
mechanism based on previous experience that intrinsically
generates the reward of a successful grasp, with the purpose
of avoiding the use of external datasets. Figure 1 is the
common used affordances model, [12], modified for our
proposal along with a toy affordances example. In our case,
the set of semantic properties will be composed by the object
and the environment. And, the set of actions and effects will
be the result of the robot’s own experience.

II. METHOD
The project comprises the following sequential stages:

A. Visual Features
This stage will explore how to improve object recognition,

by correlating it with the environment it is most likely
located in. It will be based on early cognitive vision (ECV)
descriptors containing information about shape, texture and
categorical classification of the objects, as well as to give
valuable information on segmenting the foreground (un-
known object) and the background (environment). Thus, it is
twofold: (i) the robot first interacts (visually) with the object
in order to acquire a model, and (ii) once the model has been
obtained it can be used for segmenting the background and
learn the relationship affordances map.
B. Affordances Learning

For learning affordances, we will explore the use of rein-
forcement learning techniques. Instead of relying on extrinsic
reward signals we will explore the usage of intrinsic ones in
order for the system to experience the success of grasping,
just as living creatures learn the skill hierarchies [14]. This
approach aims to overcome the large number of samples
needed for the same task using methods such as Bayesian
networks [11] and learning by demonstration [3], [8].
C. Reach and Grasp Planning

This stage will be achieved by using a motion planner
that will guide the end-effector towards the automatically
computed grasping point. Using an on-hand camera will
allow readjusting the grasping point, which will lead to a
motion planner with online capabilities able to work in a
dynamic environment.
D. Testing our Method

This stage aims to answer the following questions: (i) can
the system identify the right object? We will use object
recognition benchmarking metrics to address this ques-
tion (ii) does it choose the right action for the object? for
which we will measure the grasp success based on the grasp
stability.

III. FINAL REMARKS

Past research has presented approaches to the affordance
problem extensively. Nonetheless grasping is still an open
challenge due to the large variety of object shapes and
robotic platforms. The current state of the art methods is
limited to specific robot manipulator, grasping scenarios, and
objects. Further, the current approaches need a large amount
of data to train the learning model without being able to
successfully generalize among different classes of objects.
Thus we aim to build a cognitive grasping framework that
is able to identify and encapsulate the good features of an
object that give valuable information about its affordances
while learning from its own experience. This task should
not only be limited to the relationship that can be built
between the target object and the agent but also considering
the environment surrounding the object.
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Learning Object Reconstruction for Grasping: A Review

Paola Ardón1, Subramanian Ramamoorthy2 and Katrin Solveig Lohan3

Abstract— Humanoid robots are playing increasingly impor-
tant roles when it comes to indoor applications, being grasping
one of them. There is a repertoire of methodologies that
attempt to make the grasping task as human-like as possible,
varying from manipulating specific known objects to applying
an online learning method to grasp novel ones. In this review we
highlight the object reconstruction techniques for data-driven
grasp synthesis approaches based on whether the recognition
is being done in an isolated or cluttered environment. We also
point out to different datasets for object reconstruction that are
available online that give useful information when it comes to
object manipulation.

This with the motivation to facilitate on the search or creation
of a dataset that encapsulates, in an efficient manner, the most
relevant information regarding the object and the environment
to achieve a successful grasp.

Index Terms— Robotics, humanoid robot, object recognition,
dataset, learning, grasping,

I. INTRODUCTION

Grasping is considered a simple human task, yet it is not
so simple for a robot. It requires many skills. On one hand
the object perception and reconstruction, on the other, the
hardware used for the manipulation to which the planning
and reaching approach depend on to accomplish the task
successfully. In the search to emulate human behaviour,
specially on humanoid-robots, these two aspects are then
combined to create autonomous grasping techniques. To
reach this autonomy it is not enough to simply approach
and grab the object, factors such as discerning between
grasps among different objects and relating at some level
with the environment are also needed. This ability to dis-
tinguish among grasps and to infer the objects utility in
an environment is known as affordances in robotics [41].
Cognitive developmental robotics (CDR) aims to provide
new understanding of how human higher cognitive functions
are developed through synthetic approaches [5]. Learning
these cognitive functions is one of the greatest challenges
in artificial systems, and manipulation in robotics is not the
exception.

In the search of developing a grasping synthetic approach
for humanoid robots the literature offers a wide range of
approaches. However these methods are designed according
to a series of constrains such as the available sensors for data
acquisition and the system’s manipulators. Thus, creating

1Paola Ardón is with the School of Mathematical and Computer Science,
Heriot Watt University and with the School of Informatics, University of
Edinburgh, Edinburgh, UK paola.ardon@ed.ac.uk

2Subramanian Ramamoorthy is with the School of Informatics, Univer-
sity of Edinburgh, Edinburgh, UK s.ramamoorthy@ed.ac.uk

3Katrin Solveig Lohan is with the School of Mathematical and Computer
Science, Heriot Watt University, Edinburgh, UK k.lohan@hw.ac.uk

Figure 1. Components considered in this review to achieve the grasping
task.

a variety of solutions that cannot be generalized to every
robotic platform. Despite of this diversity, all the works
consider the same factors depicted in Figure 1, where the
grasping task depends on:

• The object representation, which can be two-
dimensional (2-D), three-dimensional (3-D), repre-
sented using point-clouds or mesh maps or a combina-
tion of one or more of the previously mentioned models.

• The end-effector, which can be either gripper or multi-
fingered hand. Common examples are Armar III [7]
and Barret robot [82] which are a gripper and multi-
finger hand respectively. There is a wide field that
focuses on the betterment of the manipulators. Works
such as Homberg et al. [47] focuses on the robotic hand
in order to improve the end-effector sensor-movement
properties for the manipulation task.

• The used sensors for the data acquisition, which can
vary from vision (monocular, stereo vision, depth cam-
eras) to tactile/pressure sensors that help on the object
exploration to asses on the grasp closure.

• The manipulator’s degrees-of-freedom (DOF), where
the ideal case is having 6-DOF, but it is also common
to find end-effectors that have less or more than 6-DOF.
In the first case, the system can suffer from singularities,
in the latter, it produces redundancy when solving for
the inverse kinematic model.

Although there are many aspects that need to be consid-
ered in the manipulation task, Rosman and Ramamoorthy
[74] agree that is the qualitative structure of the object in an
environment and the relationships between them that allow

1

APPENDIX B. ROBOTICS RESEARCH REVIEW 2018

Ardón P. 39



the efficient construction of a manipulation task. Having
this in mind, in this review paper we highlight the object
reconstruction techniques used on the available manipulation
literature, based on whether these methods consider or not
the surrounding environment and other objects. The purpose
of this type of review is to facilitate on the process of
choosing or creating an object dataset that concisely contains
valuable information about the target and how to manipulate
it in a given environment. With this objective, we consider
the representation in Figure 1 to be the base of the summary
presented in Tables I to III where we also indicate if the
grasping task considers the object to be isolated or in a
cluttered environment.

A. Overview on Grasping Methods

Given the variety of robotic morphologies and applications
of the grasping task (pick and place, folding cloth, assemble
etc.) we find a variety of approaches in the literature that
try to find a solution to the grasping problem. There are
many surveys that help to summarize the available literature
in the area. Sahbani et al. [76] offers an overview of 3-D
object grasp synthesis algorithms. In the field, grasp synthesis
is understood as the series of aspects that are considered
to carry successfully the grasping task. Sahbani et al. [76]
proposes to divide the methods into: analytical and empirical.
Analytic formulations have been reviewed by Bicchi and
Kumar [15] and the empirical ones by Bohg et al. [17].

1) Analytical approaches: focus on the kinematics and
dynamics of the robotic system in order to determine the
grasp. These methods usually avoid the computation of
mathematical and physical models obtained from imitating
human grasping strategies. Figure 2 shows the division of
these approaches proposed by Sahbani et al. [76]. On the
down side, these methods suffer from the variety of errors
that rise from the noisy sensor readings and the inaccurate
models of the robot kinematics and dynamic. As a result,
the pose of the object with respect to the end-effector is not
accurate and the task is compromised. The review presented
in Bicchi and Kumar [15] reveals there is a lack of literature
in this area that deals with positioning errors. According
to Sahbani et al. [76], in this type of approaches during
the grasping task execution the fingers must be controlled
considering the following criteria:

• The end-effector dexterity which in robotics is still
a wide-open field of research. Cheng [24] offers an
overview on the different challenges in the robotics
community, where there is a great effort to build end-
effectors that look more like human hands.

• The grasp equilibrium, which is seen as the immobiliza-
tion of the grasped object against the possible external
disturbance.

• A grasp is considered stable if once the object is grasped
at equilibrium a small disturbance is applied on the
object or fingers and the system comes back to its
original configuration.

• The dynamic behaviour of the forces acting on the
manipulator and the accelerations they produce on the

grasping task.

Figure 2. A synthetic view of existing analytical approaches as presented
in Sahbani et al. [76]. Analytical approaches can be either force closure or
task oriented.

2) Empirical or data-driven approaches: data-driven
approaches differ on how the set of grasps candidates is
sampled and how they discern between grasps. Some of
these methods are based on analytic formulations and others
are open to human demonstrations, perceptual information
or even on heuristics. Figure 3 shows a synthetic view
of the data-driven approaches as presented in Bohg et al.
[17]. Contrary to analytic approaches, these methods place
more weight on the object representation and perceptual
processing, e.g, feature extraction, similarity metrics, ob-
ject recognition or classification and pose estimation. Thus,
works falling into this category are the focus of this review.

Ekvall and Kragic [35] and Morales et al. [65] define some
criterion that needs to be taken into account to succeed in
data-driven approaches:

• The end-effector centre point needs to be aligned to the
grasping point of the object. Where a grasping point is
defined as the place in the object’s surface with highest
probability to generate a successful grasp.

• The approach vector should describe the 3-D angle
at which the robotic end-effector should approach the
grasping point.

• The wrist orientation of the robotic hand.
• The initial end-effector configuration.

Figure 3. A synthetic view of existing data-driven approaches as presented
in Bohg et al. [17]. Data-driven approaches can be either based on heuristics
or on learning from data. This data can be provided by labelled data, human
demonstration or trough experience of trial and error.

There are different subdivisions to this type of approaches.
Sahbani et al. [76] proposes to divide them based on whether
they use object features alone or learning by demonstration
(LBD), based on humans grasping objects. Bohg et al. [17]
on the other hand proposes to divide them according to

2
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the level of a priori information regarding the object. In
this review we follow this scheme, however we focus on
the object reconstruction methodologies that lead to create
efficient grasps hypotheses based on whether the objects are
recognized in an isolated or in cluttered environment. Fol-
lowing Bohg et al. [17], empirical or data-driven approaches
are then sub-divided in:

• Known objects: usually in this group the system counts
with a database (built offline) containing the object
models and a series of good grasps associated with
these objects. Thus, to accomplish the grasping task they
online estimate the pose of the object.

• Familiar objects: in this group it is assumed that the
perceived object is similar to one existent in the dataset
either in terms of shape, colour, texture or category.
Therefore the grasping points associated with the known
object can be used on the perceived one.

• Unknown objects: in this group there is neither a
dataset to associate the object with nor grasping points,
thus involving heuristics to extract the local or global
features of the objects and their corresponding grasping
hypotheses.

Hence, it seems suitable for our object reconstruction
review on grasping methods to use these three groups.Once
the object has been recognized the grasping task is concerned
with the pose estimation, generation of grasping hypotheses,
discerning between grasp and other essential aspects for
which techniques such as motion planning and machine
learning are used, however these others fall out of the scope
of this survey.

B. Overview on Datasets

Nowadays datasets are considered a key aspect to link
neuroscience and robotics to develop cognitive methods that
help towards autonomous behaviours, specially on humanoid
robots. However, finding or creating the right dataset can be
an extensive process. Huang et al. [49] surveys datasets for
the manipulation task, presenting a summary of datasets no
older than 10 years. For each reviewed dataset they report
on modalities, activities, and annotations. However, these
datasets focus on capturing the motion and human actions
towards the designated grasping activity and contain little
details regarding the object reconstruction. Bianchi et al. [14]
explores the datasets presented in the workshop on Grasping
and Manipulation. It includes human motion datasets, in-
strumental activities of daily living (IADL), other activities,
object geometry and motion, and haptic interaction datasets.
Given to the modularity of the grasping task, there is not
benchmarking system or dataset that helps on evaluating the
methodologies in the state-of-the-art. The datasets presented
in Bianchi et al. [14] are expected to serve as references in
the future in this comparative process.

On object reconstruction, object model databases account
for information such as object shape and other characteristics
such as material, and object weight. Nevertheless, existing
methods for constructing 3-D object recognition databases
are time and resource consuming, often requiring specialized

equipment. There are online datasets available for this pur-
pose however they are built for specific application therefore
might contain limited information.

Additional to the different information that they might
contain datasets can differ in the nature of the images. They
can be either synthetic, computer generated graphics or real
images which are the ones obtained from the robotic sensors.
Some examples of manipulation datasets available online
are [3, 53, 69], and Levine et al. [57]. Throughout this
review we indicate on Tables I to III the works that have
their database online.

C. Outline
This review is divided into: Section II expands on methods

that assume the object is known and therefore are handled
with a database; Section III shows some of the works that
assume the object to be familiar either at a low level (texture,
colour, shape) or at a high level e.g, category; Section IV
contains methodologies that do not work based on a database,
neither for object nor for motion models; and Section V
summarizes this work and identifies some issues found in
the review literature.

II. REPRESENTING KNOWN OBJECTS

Considering the target to grasp is known, then the task
reduces to identifying the pose and analysing the best plan to
reach and successfully grab the object. Table I is a summary
of the different works presented in this section with the most
relevant considered aspects to achieve a grasping task.

Figure 4. Abstract process flow to achieve a successful grasping with
known objects. The perceived object is compared to a database to extract
the model so that the system can extract its pose and create the best grasping
approach.

Figure 4 is an abstract representation of the grasping task
on works that focus on grasping known objects. Generally
after perceiving the scene, the obtained image is compared
with an offline built database that contains the object model.
This model, regardless of its nature, serves to extract the pose
of the object. Once the pose has been estimated the system
creates a series of grasping hypothesis. Even though the
object to grasp is already known, these grasping hypotheses
vary from learning techniques such as LBD, which the
system learns the motion model to approach the object
(Argall et al. [4]), to solely motion planning based on the
dynamics and kinematics of the robot. Once the system has
filtered the best reaching approach it executes the grasping
task, which can be classified as successful or unsuccessful
according to the applied method metrics.
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(a) Przybylski et al. [71] (b) Huebner and Kragic [50]

(c) Goldfeder et al. [44] (d) Brook et al. [22]

(e) Herzog et al. [46]

Figure 5. Some examples of object representation for grasping a known
target in an isolated environment. a) shape approximation by inscribing
spheres. Representation of a rectangular box with object angle spheres
(α = 180◦ in blue and α = 90◦ in red); b) 3-D points for disparity
taken from two stereo images (a duck image) and the resulting polygonal
structure; c) decomposition tree with n=8, the leaf nodes are merged pairwise
to form a binary tree from the bottom up; d) different object representations,
one wrong (middle) and two right using point cloud; e) red describes the
background, blue are void regions, green is the surface.

A. Isolated Objects

There are many works that present interesting approaches
to grasping known objects, specially objects in an isolated
environment. This is when there are no more objects or
distracting features in the field of view of the robot. Specially
in this area, there is an important number of works that
emphasize the importance of finding geometric symmetry in
the target object, given that it helps on creating an efficient
grasp planning.

A grid of medial spheres is the basis for the work
presented in Przybylski et al. [71], in which they create a
volumetric 3-D model based on the medial axis transform.
A representation of their method is presented in Figure 5(a).
To create this model they use two different type of datasets:
a synthetic one, obtained from Chen mesh dataset [23], and
a dataset with objects of their own acquisition. In their work
they identify spheres in their object representation that can
be used to generate a good grasp. For these spheres they
consider two key parameters: the angle and the diameter.
The angle is used as an indicator of a sphere’s significance
for grasp planning, where a big angle describes the object
shape and small angles describe the surface. For their grasp
planning they pay more attention to the shape. An extension
of their work is presented in Asfour et al. [6] where they
extend the work to a sliced-map of spheres representation of
the object that proves to have higher grasping accuracy than
their previous method.

Instead of spheres Huebner and Kragic [50] focuses on
box primitives. They present a method that wraps given
3-D data points of an object into primitive box shapes
by a fit-and-split algorithm based on minimum volume
bounding boxes. Although these box shapes are not able
to approximate arbitrary data in a precise manner, it gives
efficient clues on planning grasps on arbitrary object parts.
An example is shown in Figure 5(b). Goldfeder et al. [44]
extends the approach of shape primitives to superquadrics1

decomposition tree. Their object representation is then a
multilevel superquadrics tree created using a decomposition
of the initial model. An example of their method is shown in
Figure 5(c). However, depending on geometry of the target,
this method represents some object parts poorly.

There is a series of works that emphasize the quality of
grasping. Borst et al. [20] uses a geometrical representation
of the target and take advantage of the tactile and pressure
sensors to explore the object and extract the force-closure
parameters for the grasping. Even though they succeed at
generating different grasping points they limit their dataset
to basic objects such as balls, cylinders and boxes. Brook
et al. [22] presents a framework that uses the 3-D model and
point cloud representations of an object to find a consensus
on how the object should be grasped. Their method shows
to be robust to adjust to incorrect object recognition, and
takes into account the potential grasp executions due to
imperfect robot calibration. An example of their method
of object modelling is shown in Figure 5(d). Combining
learning methods, Pelossof et al. [68] uses support vector
machine (SVM)2 to select an optimal grasp from the space of
grasping parameters of an object. They represent the objects
with superquadrics model.

Not many methods work on objects of non-rigid materials.
Grasping soft objects brings along a whole set of new
challenges such as an increment in the dimensionality con-
figuration and a greater variety of visual appearances for the
same object. Maitin-Shepard et al. [62] and Ramisa et al. [72]
try to address these issues by focusing on clothing. Maitin-
Shepard et al. [62] presents a vision based grasping point
detection with the aim to be used at picking up cloth by
using solely geometric cues that show to be robust to texture
variations. They extract the 2-D corners found using feature
extraction and a sampling method to fit the 3-D points
extracted using stereo vision. Even though their method
shows high reliability, it is limited to folding towels material.
In Ramisa et al. [72] they deal with wrinkled clothing. They
specially focus on detecting the collars in deformed polo
t-shirts. For their method, Ramisa et al. [72], uses a bag-of-
features3 based detector that combines the appearance and
3-D geometry features extracted using a Kinect camera.

A considerable amount of literature focuses on learning

1Superquadrics are a geometrical representation of ellipsoids, parabolas
and hyperbolas to an arbitrary power in different dimensions [11].

2Supervised learning method that uses regression analysis and classifica-
tion to analyse data [27].

3It is a vector of occurrence counts of a vocabulary of local image
features [85].
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(a) Lenz et al. [56] (b) Miller et al. [64] (c) Glover et al. [43] (d) Rosman and Ramamoorthy [74]

Figure 6. Examples of object representation for the different off-line grasping methods in cluttered environments. a) green lines correspond to robotic
gripper plates with detected grasps; b) the balls represent the starting position for the centre of the palm. The long arrow shows the grasp approach direction
and the short arrow the thumb direction; c) original and the segmented image into (unknown) objects that are then matched against a known model; d)
using contact point networks to discover topological structure in the scene, the algorithmic output is shown alongside, where the points are the support
vectors for each object (two wooden blocks connected by a rotary joint), and the open circles are the contact points.

methods that give the robot a more human-like behaviour.
A commonly used approach is for a robot to learn from
a human how to grasp, these methods fall into the LBD
category. They use a database of recordings of humans
manipulating specific objects to teach a robot the motion
model. Herzog et al. [46] (see Figure 5(e)) and Pastor et al.
[67] assume that objects with similar shapes can use the same
grasping templates. The object model is built with a local
shape descriptor constructed using 3-D information from
depth sensors. Instead of focussing on 3-D data extraction,
Balasubramanian et al. [10] and Romero et al. [73] use 2-D
camera to detect objects based on their sizes. The objects are
categorized as small, medium and large. In order to plan the
grasping, the human teacher manually places the robot’s end-
effector in the desired final pose commanding it to close the
hand while recording the action. In order to add robustness
Romero et al. [73] adds exploration with tactile sensors. In
their work Faria et al. [38] also take advantage of the use
of tactile sensors to reassure the hand closure. They record
how humans manipulate simple daily objects and construct
probabilistic representation models for the task. The objects
to be manipulated are modelled using feature extraction on
colour images and stereo depth map. Using 2-D features to
extract 3-D information Dang and Allen [29] focusses on
getting the rotation axis of everyday object manipulation.
However, this information is obtained by placing trackers
on the handles, in this way extracting the 3-D model of
the object. Li and Pollard [58] proposes a shape matching
algorithm that accommodates the sparse shape information
associated with the hand pose and the relative placement
of the contact points and normals of the object. Focussed
on moving objects, Ekvall and Kragic [35] addresses the
problem of automatic grasp generation for robotic hands
where the shape primitives of the objects are used to provide
the basis not only for the grasp generation but also for a grasp
evaluation process when there is uncertainty in the object
pose. Using affordances cues Stark et al. [79] learns object
models based on the hints on these object affordances by
extracting the 2-D local geometric features. Their database
focuses on objects with handles taken from one of the ETHZ
datasets [1] and object models of their own acquisition.

B. Objects in a Cluttered Environment

A more real-like scenario to perform the grasping task
is a cluttered or one where the complete object shape is
not visible to the robot. There are some works that try to
overcome this challenge, however there are not many.

Lenz et al. [56] proposes a new method for handing multi-
modal data in the context of feature learning using deep
learning instead of just object detection. In their work they
pay special attention to the modality information obtained
from the first layer of their network. For it they use RGB-
D data and not just 2-D image. The system obtains an
red-green-blue depth (RGB-D) image from a Kinect sensor
mounted on the robot and searches over a large space of
possible grasps. For each of these grasps, the method extracts
a set of raw features corresponding to the colour and depth
of the images as well as the surface normals, then uses these
as inputs to a deep network that scores the rectangles, as
shown in Figure 6(a). Finally the top-ranked rectangle is
selected and the corresponding grasp is executed using the
rectangle parameters and the surface normal at its centre.
In Miller et al. [64] they simplify the object modelling to
shape primitives using spheres, cylinders, cones and boxes.
These shapes provide the guidance to a set of grasps starting
positions that are tested on the object model, as shown in
Figure 6(b). Their algorithm manages to avoid obstacles
during the grasping task with a 4-DOF robotic hand. Their
experiments are run in a simulation provided by GraspIt! [63]
using the Barret robot hand Townsend and Salisbury [82].
Due to the morphology of the Barret arm, their pre-grasping
positions are limited cylindrical and spherical shapes.

An interesting work is presented by Detry et al. [33]
which uses probabilistic spatial relations between 3-D fea-
tures, organizing these features in a hierarchy. Features at
the bottom are bounded to local 3-D descriptors and the
higher-level features are encoded in a probabilistic spatial
configuration of more elementary features. Along the same
line, Collet et al. [26] takes advantage of a 3-D feature
extraction method to which they apply a Random sample
consensus (RANSAC) [31] and mean shift algorithm to
register multiple instances of an object, thus extracting its
pose in a cluttered scene. Glover et al. [43] extends this
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method to model partially visible objects, completing their
shape using a probabilistic model of shape geometry and
a graphical model for performing correspondence between
shape descriptors. An example of their method is shown in
Figure 6(c).

Ciocarlie et al. [25] focus on household objects. They
combine scene interpretation from 3-D range data and tactile
sensors to recover from grasp failure identification. The
object models are built using a mixture of 3-D point cloud
data with 3-D meshes for the recognition. Azad et al. [9]
focuses on kitchen objects. Their method deals with textured
objects as well as global objects that can be segmented with
their shape, using as inputs a 3-D computer-aided design
(CAD) model to render the target combined with feature
extraction methods. Madry et al. [60] takes advantage of the
use of 2-D and 3-D object representation and uses it to
generate transferable grasps between objects using categori-
cal acknowledge. In their work they segment the scene and
from it use feature extraction, contour shape, and 3-D shape
descriptor algorithms. Their database contains 14 categories
representing everyday objects. Using this database they show
to have good results at calculating the possible grasps and
transfer these to similar objects among that dataset, however
they did not make experiments with a robotic arm.

An interesting work is presented by Rosman and Ra-
mamoorthy [74], where the algorithm does not only con-
sider a cluttered environment but also attempts to learn
the relationship between the environment and the object,
although they do not experiment on the manipulation task.
In their work they are less concerned with the detailed object
identification but more interested in separating the scene into
potential objects that can be manipulated. They rely on the
idea that for a robot in order to efficiently grasp objects in
some environment it needs to know something about how
these objects relate to each other and to the background infor-
mation. They restrict to measure the qualitative relationships
to the contacts between objects to be on and adjacent, an
example of their method is shown in Figure 6(d). They work
with point clouds to represent the scene as a set of layers to
extract these contact points. The object segmentation is based
on colour information from the point cloud, which is only
possible if the objects in the scene are of different colours.

III. REPRESENTING FAMILIAR OBJECTS

In this section we discuss those works that have some
level of uncertainty when it comes to represent the objects
to grasp. These methods train over a dataset that contains
a limited number of objects belonging to specific categories
and then are tested on new objects belonging to one of those
categories. These type of methods rely on the assumption
that objects that are meant for the same purpose (e.g, such
as pouring, writing, cutting, etc.) share geometric symmetry,
spacial configuration and contain the same of very similar
grasping points. Table II shows a summary of the works
presented in this section.

Figure 7 is an abstract flow diagram of the common steps
observed on architectures that grasp familiar objects.

Table I
Works with off-line learning and their approach to grasp the target object.

Publication

D
O

F DB Recognition Extraction EE

S R 2-
D

3-
D

SP PC M
M M SV D E G F

Przybylski et al. 7
&
4

X X X X X X X

Huebner and
Kragic

n X X X X X X

Asfour et al. 7 X X X X X X X X
Goldfeder et al. 7 X X X X
Maitin-Shepard
et al.

7 X X X X

Herzog et al. 7
&
4

X X X X X X X

Pastor et al. 7
&
4

X X X X X X

Balasubramanian
et al.

7
&
4

X X X X X X

Romero et al. 6 X X X X X X X
Faria et al. 6 X X X X X X X X
Dang and Allen 7 X X X X X
Ekvall and
Kragic

7 X X X X X X X

Stark et al. 7 X X X X X
Borst et al. 7 X X X X X X X
Pelossof et al. 7

&
4

X X X X X

Ramisa et al. 7 X X X X X
Brook et al. 7 X X X X X X
Lenz et al.*** 7 X X X X X X
Miller et al.*** 4 X X X X X X
Detry et al.** 6 X X X X
Collet et al.** 6 X X X X X
Glover et al.** n X X X X X X X
Ciocarlie et al.** 6 X X X X X X X
Azad et al.** 7 X X X X X X X
Rosman and Ra-
mamoorthy**

n X X X X

Madry et al.*** n X X X X
data base (DB); synthetic (S); real (R); shape primitives (SP); point clouds
(PC); mesh map (MM); monocular camera (M); stereo vision (SV); depth
camera (D); exploration with tactile or pressure sensors (E); end-effector
(EE); gripper (G); multi-fingered (F); not mentioned in the original work
(n); have a dataset available online (*); consider obstacles or cluttered
environment (**); consider environment and have an available dataset
online (***).

Figure 7. Abstract process flow to achieve a successful grasping with
partially known objects. The main difference in this process is that the
object recognition is the result of a partial match in the dataset combined
with a probabilistic technique that determines the best way to complete the
perceived target model.
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(a) Dang and Allen [30] (b) Goldfeder et al. [45] (c) Detry et al. [32] (d) Zech and Piater [86]

Figure 8. Examples of object representation for the different hybrid grasping methods. a) predefined semantic grasps on target object generated using the
proposed method; b) transfer the pre-grasps from the neighbour objects to the sensed objects; c) 2-D approximation of candidates geometric configuration
computed with their method, dot colours indicate the data cluster to which a part belongs to; d) results for learning grasps with similar objects, the grasps
are rather unevenly distributed when it comes to the familiar object.

A. Isolated Objects

We start with the works that focus on reconstructing
familiar objects without any occlusion or other distraction
from the environment. Jiang et al. [51] addresses the problem
of grasping partially known objects by drawing a rectangle
on what the system thinks it is the correct grasping position
based on the previously learned models in a dataset. On
the obtained image of the perceived object they represent
an oriented rectangle that encodes the configuration of their
gripper. Their dataset contains nine categories and do the
testing on a new object belonging to one of those categories.
Dang and Allen [30] proposes to use partial object geometry,
tactile contacts and hand kinematics to encode semantic
constraints to grasp the objects. In their approach a semantic
affordances map is associated with a specific object class
therefore it requires similarities between objects as seen in
Figure 8(a).

Works such as Goldfeder et al. [45] base their approach
solely on 3-D models instead of combining it with tactile
exploration. They have a dataset of known 3-D models and
use their precomputed grasp data to suggest new grasps on
familiar objects. To achieve the task they introduce a new
shape descriptor for partial 3-D data range along with partial
3-D models to shape the globally similar, but not identical
objects, as shown in Figure 8(b). Bohg et al. [18] model
the objects based on the geometric information. They apply
a semi-global matching to the stereo views to obtain a dense
3-D reconstruction of the scene. In Bohg and Kragic [16]
they extend their approach by applying the concept of shape
context. To learn the grasping task they use a supervised
learning approach in which the classifier is trained with
synthetic images and then tested on images of their own
acquisitions.

Detry et al. [32] creates a dictionary of object parts. These
parts are identified as the ones containing the best grasping
points of the objects. In their method, Detry et al. [32]
apply dimensionality reduction and unsupervised clustering
algorithms to obtain the size and shape of the part of interest
of the object. This learned dictionary allows the agent to
grasp familiar objects from the parts the system considers to

be similar. An example of their objects extraction is shown
in Figure 8(c). They do the extraction using point clouds to
create the 3-D model. The surface segments are extracted
using a set of predefined regions of interest (ROI) [84],
which are then centred on the gripper. Mahler et al. [61]
focus on 3-D object classification between similar objects.
They represent the objects using a heigh-map that is then
rendered across the grasp axis.

Saxena et al. [77] proposes an algorithm that does not
require neither builds a 3-D model of the object. Instead,
they directly predict the shape of the target as a function of
2-D images, focusing on extracting the point to grasp. Their
method is trained via supervised learning using synthetic
images for the training set. For each object two (or more)
images are taken from different camera positions from which
they predict the grasping point mainly using three local
cues: edges, textures and colour. Avoiding 3-D models as
well, Kehoe et al. [52] base their method on cloud computing
with shape uncertainty among a class of objects that can be
modelled as structured polygons. Their method takes as input
a polygon produced from an image of the object using an
image contouring algorithm to which they add a Gaussian
uncertainty around each vertex and centre of mass of the
model to calculate the best grasping approach.

Curtis and Xiao [28] use a dataset that takes into account
the geometrical and physical information of the grasping,
such as: the rough shape of the object, rough size, weight,
material type and combine it with a set of good representative
grasps to automate the learning process as much as possible
when the familiar object comes along.

Focusing on discerning grasping points on familiar ob-
jects Boularias et al. [21] proposes a probabilistic approach
where they learn a function that predicts the success grasping
probability of a known object represented using 3-D point
clouds. Their work is motivated by the fact that points that
are geometrically close to each other tend to have similar
grasp success probabilities, thus also successfully performing
on familiar objects.

Methods such as El-Khoury and Sahbani [36] use LBD
techniques to obtain the motion model. El-Khoury and
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Sahbani [36] calculates the grasp stability among familiar
objects with handles. This stability is obtained by computing
contact points, ensuring force-closure on known objects.
They use a 3-D model of the target based on the combination
of Gaussian curvature-concaveness and watershed segmen-
tation4 algorithms. Zech and Piater [86] try to imitate the
human-learning process and divide their method into active
and transfer learning to grasp familiar objects. Their method
is grounded on kernel adaptive, mode-hopping Markov Chain
Monte Carlo (MCMC), [42]. In order to represent the objects
they use point clouds to extract the 3-D model and calculate
the transferable grasps between similar objects, similar in
size and shape as seen in Figure 8(d).

B. Objects in a Cluttered Environment

In the works that take into account a cluttered environment
for familiar objects we find Hsiao et al. [48] which extends
from Brook et al. [22]. They use Bayesian theory [13] to
predict the level of success of a grasping action as well as
the shape and pose of an object based on an existent dataset.
They consider the problem of uncertainty in the acquired
data due to noisy sensors. For each hypothesis about the
geometry or pose of the object to be grasped they create
a different set of grasp plans. To reconstruct the object
they use a combination of point clouds and 3-D model,
just as in Brook et al. [22], except that now they apply a
probabilistic framework to predict the shape of a familiar
object.

Ciocarlie et al. [25] presents a framework based on the
work presented on Hsiao et al. [48] and Goldfeder et al. [45],
where in order to improve the performance of the object
recognition in a cluttered place they focus in applying a
tight coupling between vision and tactile sensors. Saxena
et al. [78] extends from [77] but now assuming noisy
readings, this is that only partial faces of the object are
visible. They propose a probabilistic model that uses point
clouds and the image taken from the object to infer the best
configuration of the robotic hand to proceed with the grasp.
Following Boularias et al. [21] work, Le et al. [55] extracts
the successful grasping points using a point cloud map model
of the object and segment the scene using depth information
from a depth camera.

IV. REPRESENTING NOVEL OBJECTS

This section presents works that manipulate novel objects,
referring to objects that the system has not seen before
therefore there is not available model to compare with. These
methods do not have a database neither for objects nor for
motion models.

Figure 9 is an abstract representation of the general process
followed by works in this section. Where these methods build
the object shape and grasping hypotheses online based on
heuristics. Table III shows a summary of the works presented
in this section.

4It is a transformation that treats the image as a topographic surface
where high intensity denotes peaks and hills while low intensity denotes
valleys [83]

Table II
Works with off-line learning and their approach to grasp the target object.

Publication

D
O

F DB Recognition Extraction EE

S R 2-
D

3-
D

SP PC M
M M SV D E G F

Jiang et al. 7 X X X X
Dang and Allen 7 X X X X X X
Goldfeder et al. 7 X X X X X
Bohg et al. 7 X X X X X X
Bohg and Kragic 7 X X X X X X
Detry et al. 6 X X X X X X X
El-Khoury and
Sahbani

n X X X X X X

Mahler et al. n X X X X
Saxena et al.* 6 X X X X X
Kehoe et al.* 7 X X X X X X
Curtis and Xiao 7 X X X X X X X
Zech and Piater n X X X X X
Boularias et al. 7 X X X X X X X
Hsiao et al.** 7 X X X X X X
Ciocarlie et al.** 7 X X X X X X X X
Le et al.** 5 X X X X X X X
Saxena et al.** 6

&
7

X X X X X X X

data base (DB); synthetic (S); real (R); shape primitives (SP); point clouds
(PC); mesh map (MM); monocular camera (M); stereo vision (SV); depth
camera (D); exploration with tactile or pressure sensors (E); end-effector
(EE); gripper (G); multi-fingered (F); not mentioned in the original work
(n); have a dataset available online (*); consider obstacles or cluttered
environment (**).

Figure 9. Abstract process flow to achieve a successful grasping with
unknown objects. Where now the object modelling and grasping approach
are built online based on exploration.

A. Isolated Objects

There are some works such as Faria et al. [39] and
Dune et al. [34] that focus solely on object reconstruction
without any specific application. Faria et al. [39] uses a 3-D
representation of the object using a probabilistic volumetric
map derived from in hand exploration. Their procedure uses
contour following on the object’s surface using the fingertip
sensors. This data is then combined with a 3-D point cloud
map. Given these two methods, for each voxel they obtain
a probability distribution of the occupancy grid and shape
of the target. Dune et al. [34] also approaches the problem
of modelling unknown objects by choosing the quadric (e.g,
a generalization of conic sections such as ellipsoids [11])
that best approximates the object’s shape, an example is
shown in Figure 10(a). In order to do so, they use multi-
view measurements of the object applying a non-linear
optimization technique to determine the next best view based
on the estimated parameters. Once the view has been selected
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(a) Dune et al. [34] (b) Lippiello et al. [59] (c) Ala et al. [2] (d) Bergström et al. [12]

Figure 10. Examples of object representation for the different unknown objects grasping methods. a) some results of contour extraction and conic fitting
using active contours; b) steps of the object model reconstruction algorithm for different objects; c) model of objects with graspable boundary and convex
segments; d) objects with their match contours to then calculate the grasping hypotheses.

they apply their shape approximation as a combination of
contour extraction and conic fitting.

Considering explicitly the grasping application, Lippiello
et al. [59] proposes an algorithm composed of the object
surface reconstruction and a local grasp planner that evolves
in parallel with the object modelling. The reconstruction al-
gorithm uses images taken by a camera placed in the robot’s
arm and applies a virtual elastic reconstruction surface
method around the object. This surface shrinks towards the
object until some points intercept the visual hull, eventually
taking the object shape as seen in Figure 10(b). Interest-
edly, their grasp planner runs in parallel with the object
reconstruction moving the fingers towards the points that the
method considers to be optimal. Also running processes in
parallel, Bone et al. [19] integrates online computer vision-
based 3-D modelling with an online grasp planning. The
object silhouettes are extracted from these images and used
to form a 3-D solid model of the object. Their algorithm
analyses the model and generates the force closure and pose
to grasp the object. Popović et al. [70] builds a hierarchical
architecture where the representation of the object is based
on edge and texture information. This representation is then
used to generate and edge-based and surface-based grasps.
Ala et al. [2] algorithm is based on the concept of graspable
boundary and convex segments. These are obtained from a
single 3-D image from depth sensors. Their method pro-
vides graspable segments analysing them geometrically and
incorporating memory of grasping experience. An example
of their algorithm is shown in Figure 10(c).

Reinforcement learning (RL) [81] is a commonly used
technique in artificial intelligence, thus also being applied
for grasping tasks. Stulp et al. [80] proposes a model-free
based on RL to shape and set the goal parameter positions
of an object. The shape of the objects is modelled in 2-D
from which the 3-D parameters are obtained and modified
along the process until the system considers that the motion
primitives are robust enough to proceed with the object pose
calculation.

Bergström et al. [12] is based on visual input from stereo
camera and their work is more concerned about the quality
of the grasp. They reconstruct a wire frame object model
through curve matching, as seen in Figure 10(d). From this

model they predict the grasping points to generate a full
grasp configuration.

B. Objects in a Cluttered Environment

Representing objects and being able to extract their grasp-
ing points is a specially hard task when it comes to many
unknown objects in the environment. This still represents
a wide field for research. Kroemer et al. [54] presents a
hybrid architecture where a controller uses various machine
learning methods, including LBD and RL, that cope with
a large amount of uncertainty regarding where and how to
grasp an object. They focus on cluttered scenes where the
scene is represented with early cognitive vision (ECV) [66]
descriptors to detect the different objects. Along the same
line, Eppner and Brock [37] considers the effect of shape
adaptability of the object from visual sensors, however their
method uses only range data with which they apply a flood
fill segmentation to separate the geometry of the objects
at depth discontinuities. Fischinger et al. [40] also takes
advantage of a hybrid architecture to detect objects using
a point cloud from a single depth camera. They propose
a shape-based method that promises to reduce the scene
description complexity.

V. DISCUSSION

In the process of reviewing the object reconstruction meth-
ods used on data-driven grasping approaches we can find that
most of them have the following three major constrains:

A. Generalizing a Grasping Method

There are few works that that search on a grasping
application beyond pick and place objects. Examples of this
minority are Maitin-Shepard et al. [62] and Ramisa et al.
[72] who specifically design their methods to manipulate soft
materials. Maitin-Shepard et al. [62] focuses on towels and
Ramisa et al. [72] on identifying the collars of wrinkled polo
t-shirts, both methods with the purpose of folding cloth. Even
though these works show to be successful in their tasks,
they use a special method for the feature extraction and a
specialized motion model that allows the robotic hand to
fold, making it difficult to generalize a given methodology
to other applications.
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Table III
Works with off-line learning and their approach to grasp the target object.

Publication

D
O

F DB Recognition Extraction EE

S R 2-
D

3-
D

SP PC M
M M SV D E G F

Stulp et al. 7
&
4

X X X X X

Faria et al. 7 X X X X X X X X X
Dune et al. n X X X X X
Lippiello et al. 7 X X X X X X
Bone et al. 6 X X X X X X
Popović et al.* n X X X X X X
Ala et al. 7 X X X X
Bergström et al. 6

&
7

X X X X X X

Levine et al.* 7 X X X X X
Fischinger
et al.**

7 X X X X X X

Eppner and
Brock**

7 X X X X X X X X

Kroemer et al.** 7 X X X X X X X
data base (DB); synthetic (S); real (R); shape primitives (SP); point clouds
(PC); mesh map (MM); monocular camera (M); stereo vision (SV); depth
camera (D); exploration with tactile or pressure sensors (E); end-effector
(EE); gripper (G); multi-fingered (F); not mentioned in the original work
(n); have a dataset available online (*); consider obstacles or cluttered
environment (**).

Another example of this limitation is shown at the hard-
ware level. In the works presented in this review, we observe
that some methods concerned with grasping known objects
generalize their technique to the usage of a gripper and a
multi-fingered end-effector. Contrary to the ones working
with familiar or unknown objects that stay consistent with a
type of robotic hand.

B. Benchmarking

This ad-hoc characteristic of the different grasping meth-
ods also makes it difficult to have a benchmarking process
that quantitatively measures the grasping success in the data-
driven approaches. Nonetheless, in the analytical ones there
are methods such asthe one presented in Russell [75] that
introduces metrics to categorize a grasping method. They
argue that regardless of the actual task, any grasping and
manipulation problem can be broken down into kinematic
and kinetics, which they define as motion and effort. They
make available online the different metrics and how to test
a given grasping method that falls into this category.

An alternative for the data-driven approaches is to use
benchmark datasets to measure the quality for the object
recognition stage. Throughout this work we have indicated a
set of benchmark and object reconstruction datasets that are
available online. Despite of the existence of these datasets,
they cover only part of the process and do not give a deeper
insight for the grasping task as a whole.

C. Object Reconstruction and its Context

Through out this review we observe that point cloud,
either on 2-D or 3-D, are one of the most commonly
used techniques, specially on the methods where there is
uncertainty about the model of the object. Reconstructing an

object using this methodology gives already an insight about
the grasping points, making the process more efficient.

Most of the approaches assume that the object to be
grasped is already segmented from the background. Some
of them consider the objects in a cluttered space however
none of these methods tries to learn the context of the
environment in which they appear. There is a notable lack of
works in the manipulation field that try to solve the grasping
problem using this approach. Nevertheless, in the object
recognition alone we find works that try to tackle the issue.
For example, Rosman and Ramamoorthy [74] proposes to
split the scene into layers based on point clouds with the
purpose to learn the relationship between objects. In their
process, they extract the contact points among objects but
not of the objects in relation to a scene. Another example
is Aydemir and Jensfelt [8], which deals with the problem
that most of the existing approaches assume the objects to be
on a planar surface. To solve this they propose to extract the
correlation between local 3-D structure and object placement
in everyday scenes which proves to boost the results of the
recognition. Even though they do not apply their method to
accomplish other tasks besides the object identification, they
make their dataset to be available online so that it can be
used on other applications.

These two previously mentioned methods assume the ob-
ject models to be known, however, a more realistic scenario is
when the object model is familiar or unknown. This situation
is more likely comparable to the way in which we humans
interact with new tools in a given situation. Even though
we do not always acknowledge the utility of a partially
or completely unknown object we, generally, deduce how
to interact with it based on our own experience and the
environment in which the object is at. Thus, we are interested
on the idea of allowing the robotic system to infer on the
target object, either using a dataset (in the case of familiar
objects) or through exploration (in the case of novel objects),
to create a foundation about the object and then use this as
a precedent to learn the context of the environment in which
is located.

D. Final Remarks

In this review we discussed object reconstruction tech-
niques for data-driven grasp synthesis approaches based on
whether the recognition is being done in an isolated or clut-
tered environment. For the organization of the methodologies
we followed the schema proposed by Bohg et al. [17] where
the techniques are divided according to the level of a priori
information that is available about the object, resulting in
known, familiar and novel objects.

The purpose of this review is then to highlight the most
popular methods used for object reconstruction that ease
on the extraction of good grasping points. This with the
motivation of facilitating on the search or creation a dataset
that encapsulate in an efficient manner the most relevant
information regarding the object and the environment in
order to achieve a successful grasping process.

10

APPENDIX B. ROBOTICS RESEARCH REVIEW 2018

Ardón P. 48



REFERENCES

[1] ETHZ. http://www.vision.ee.ethz.ch/en/
datasets/. Accessed: 2018-01-30.

[2] Ala, R., Kim, D. H., Shin, S. Y., Kim, C., and Park,
S.-K. (2015). A 3d-grasp synthesis algorithm to grasp
unknown objects based on graspable boundary and convex
segments. Information Sciences, 295:91–106.

[3] Alt, N., Xu, J., and Steinbach, E. (2016). A dataset
of thin-walled deformable objects for manipulation plan-
ning. In Grasping and Manipulation Datasets (ICRA
Workshop), Stockholm, Sweden.

[4] Argall, B. D., Chernova, S., Veloso, M., and Browning,
B. (2009). A survey of robot learning from demonstration.
Robotics and autonomous systems, 57(5):469–483.

[5] Asada, M., Hosoda, K., Kuniyoshi, Y., Ishiguro, H., Inui,
T., Yoshikawa, Y., Ogino, M., and Yoshida, C. (2009).
Cognitive Developmental Robotics : A Survey. IEEE
Transactions on Autonomous Mental Development, 1(1).

[6] Asfour, T., Przybylski, M., and Dillmann, R. Unions of
Balls for Shape Approximation in Robot Grasping.

[7] Asfour, T., Regenstein, K., Azad, P., Schroder, J., Bier-
baum, A., Vahrenkamp, N., and Dillmann, R. (2006).
Armar-iii: An integrated humanoid platform for sensory-
motor control. In Humanoid Robots, 2006 6th IEEE-RAS
International Conference on, pages 169–175. IEEE.

[8] Aydemir, A. and Jensfelt, P. (2012). Exploiting and
modeling local 3d structure for predicting object locations.
In Intelligent Robots and Systems (IROS), 2012 IEEE/RSJ
International Conference on, pages 3885–3892. IEEE.

[9] Azad, P., Asfour, T., and Dillmann, R. (2007). Stereo-
based 6d object localization for grasping with humanoid
robot systems. In Intelligent Robots and Systems, 2007.
IROS 2007. IEEE/RSJ International Conference on, pages
919–924. IEEE.

[10] Balasubramanian, R., Xu, L., Brook, P. D., Smith, J. R.,
and Matsuoka, Y. (2014). Physical human interactive
guidance: Identifying grasping principles from human-
planned grasps. Springer Tracts in Advanced Robotics,
95(4):477–500.

[11] Barr, A. H. (1981). Superquadrics and angle-preserving
transformations. IEEE Computer graphics and Applica-
tions, 1(1):11–23.

[12] Bergström, N., Bohg, J., and Kragic, D. (2009). Integra-
tion of visual cues for robotic grasping. In International
Conference on Computer Vision Systems, pages 245–254.
Springer.

[13] Bernardo, J. M. and Smith, A. F. (2001). Bayesian
theory.

[14] Bianchi, M., Bohg, J., and Sun, Y. (2016). Latest
datasets and technologies presented in the workshop on
grasping and manipulation datasets.

[15] Bicchi, A. and Kumar, V. (2000). Robotic grasping
and contact: A review. In Robotics and Automation, 2000.
Proceedings. ICRA’00. IEEE International Conference on,
volume 1, pages 348–353. IEEE.

[16] Bohg, J. and Kragic, D. (2010). Learning grasping

points with shape context. Robotics and Autonomous
Systems, 58(4):362–377.

[17] Bohg, J., Morales, A., Asfour, T., and Kragic, D.
(2013). Data-Driven Grasp Synthesis - A Survey. pages
1–21.

[18] Bohg, J., Welke, K., León, B., Do, M., Song, D.,
Wohlkinger, W., Madry, M., Aldóma, A., Przybylski, M.,
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